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CONTRIBUTIONS

• We propose a new continuous multiple deep encoder-decoder network, CDED-Net, to 
extract the most useful features from images and learn completely from multiscale image 
inputs.

• We introduce a boundary-emphasization augmentation method for making a high number 
of object boundary patterns from each image in a training set. The novel augmentation 
method enhances and boosts the segmentation performance of CDED-net.

• In our CDED-net, instated of using constraint dilated convolution, we use different both of 
strides and rates for each component network to capture contextual information at multiple 
scales input.

• We present a new Dicoss-loss function, which is a measure of overlap widely used to assess 
segmentation performance of a network. The combination of the loss function and our 
CDED-net results in a better performance.
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METHODS

Boundary-Emphasization Data Augmentation

Data augmentation is the creation of altered 

copies of each instance within a training 

dataset to increase the number of images.

Owing to its medical characteristics, the non-

specular transition zone between the medical 

object and its surrounding area is not easy to 

discriminate. This area does not differ 

dramatically from other areas.



METHODS

CONSECUTIVE DEEP ENCODER-

DECODER NETWORK

• The advantages and disadvantage of 

DeepLabV3+ inspired us to develop the proposed 

network.

• The objective of this study is to build an  

ensemble of deep encoder-decoder networks to 

train and obtain rich contextual information for 

the medical object segmentation task.

• To capture contextual information at multiple 

scales, we used deep encoder-decoder 

networks, namely DeepLab V3X
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METHODS

DICOSS LOSS FUNCTION

• The loss simply verified each pixel individually, 
comparing the class predictions that are defined 
as depth-wise pixel vector to the target vector.

• The loss function's pixel-level assessment can be 
problematic with multiple classes in an image, 
especially in medical images with limited surface 
area. 

• This biases the segmentation network towards 
the background over the object. Combining it 
with a dice loss function mitigates these issues.
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• CVC-ClinicDB [37] contains 612 images, where all images show at least one polyp. The segmentation labels 
obtained from 31 colorectal video sequences were acquired from 23 patients. 

• CVC-ColonDB [46] ontains 379 frames from 15 different colonoscopy sequences, where each sequence shows 
at least one polyp each. 

• ETIS-LaribPolypDB [45] contains 196 images, where all images show at least one polyp. 

• PH2 [38] contains 200 dermoscopic images with a resolution of 768 × 560 pixels that were acquired at 
Dermatology Service of Hospital Pedro Hispano, Matosinhos, Portugal Mendonça with Tuebinger Mole Analyzer 
system, this dataset includes 80 common nevus images, 80 atyp-ical nevus images and 40 melanoma image

• ISBI 2016 [56] contains 900 training images with the ground truth provided by experts. The image sizes vary 
from 1022 × 767 to 4288 × 2848 pixel. This dataset was provided at the 2016 International Symposium on 
Biomedical Imaging (ISBI 2016). 

• CHAOS 2019 [57] contains 980 liver CT images with re resolution is 512 × 512 pixel in DICOM format. This 
dataset was provided at the IEEE International Symposium on Biomedical Imaging (ISBI) on April 8-11, 2019.
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EXPERIMENTAL SETTINGS

• Novel pair (Davis): There were no overlaps between the training and test datasets. Neither the training 
compound nor the training protein appeared in the test set. 

• Novel compound (Davis): There were no intersections of compounds in the training set and compounds in the 
test set.

• Novel protein (Davis): There were no intersections of proteins in the training set and proteins in the test set.

• Novel hard pair (Metz, KIBA): We removed interactions from the training dataset if either the protein sequence 
or the compound had a similarity score exceeding the threshold 0.3

• Cross-domain (Metz, CASF-2016): We removed interactions involving 56 proteins and 105 compounds with 
similarities higher than 0.3 from the Metz dataset.

• Enrichment factor analysis (BingdingDB, DUD_E diverse ): we removed interactions for two proteins and 
compounds that appeared in both datasets (GCR HUMAN (P04150) and AKT1 HUMAN (P31749) and 102 
compounds) from training set.
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EXPERIMENTAL RESULTS
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EXPERIMENTAL RESULTS
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FUTURE WORKS

• incremental boosting convolution networks by adopting other novel effective 
methods such as using the advantages of a neural architecture search (NAS) 
algorithm that can support the network:

• allowing it to focus on searching the repeatable cell structure, while hand designing the outer 
network structure that controls the spatial resolution changes.
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