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• Biological motivations:

• Drug discovery is a high-cost low-efficient process.

• Compound–protein interaction (CPI) plays an essential role in drug discovery.

• Understanding drug–target binding affinity makes it possible to identify candidate drug.

• Technical motivations:

• Extended-connectivity fingerprints (ECFPs) are informative, yet simple. 

• GNNs must always learn a meaningful chemical space embedding from scratch.

• Integration of the compound network’s and protein network’s representation is often performed by a simple 
concatenation.

MOTIVATIONS

Binding affinity (Bind? 

Not bind?)

PRKX kinase

A-674563

“CC1=C2C=C(C=CC2=NN1)C3=CC

(=CN=C3)OCC(CC4=CC=CC=C4)N”
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CONTRIBUTIONS

• We propose novel method to enrich the representation 
of compounds by combining the information from both 
ECFPs and graph information.

• The first approach to use nested cross-

attention for capturing the relations between 

protein and molecule representations.
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METHODS

Perceiver CPI network



METHODS

Compound information encoding

• We represent a molecule s using two forms:

1. A molecular graph, which represents 

the interactions between a set of 

atoms by a set of bonds.

2.  A Morgan/circular fingerprint vector 

as a binary vector.
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a) Compound information encoding
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METHODS

Compound information encoding 

Directed Message-Passing Neural 

Network (D-MPNN)

•  D-MPNN operates on hidden states and messages 
associated with directed edges (bonds) instead of 
messages associated with vertices (atoms).

• The main idea of the directed message-passing 
technique is to prevent the distortion of messages 
between atoms.

c) message-passing update equations

a) Message passing

          mechanism

b) Hidden state 

         update



METHODS

Protein information encoding 

(1DCNN)

• First, Tasks Assessing Protein Embeddings 
(TAPE) tokenizer was used to number protein 
characters.

• The input is zero-padded and then propagated 
into the blocks of 1DCNNs.

• The output of the 1D convolution block can be 
expressed as the Alg. 1.
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a) Protein information encoding



9

METHODS

Information Integration
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METHODS

a) Cross-attention block

Information Integration

• In the compound Information encoding module, 
we intend to take information from the EFCP to 
enrich the representation of compound 
network.

• In the interaction module, we try to capture the 
information which shows how the protein 
information affected by the compound 
information.
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EXPERIMENTS AND RESULTS

Experimental procedure

• Novel pair (Davis, KIBA and Metz): There were no 
overlaps between the training and test datasets. 

• Novel-hard pair (Davis): There were no overlaps 
between the training and test datasets. 

• Novel compound (Davis): There were no intersections 
of compounds in the training set and compounds in 
the test set.

• Novel protein (Davis): There were no intersections of 
proteins in the training set and proteins in the test set.

• Cross-domain experiment (Davis and PDBbind): There 
were no overlaps between the training and test 
datasets. 

• Enrichment factor analysis [GPCR, GPCR subset (DUD-
E dataset), Diverse subset (DUD-E dataset)]: There 
were no overlaps between the training and test 
datasets (the duplicated target ‘CXCR4’ was removed 
from the Diverse subset).
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EXPERIMENT AND RESULTS
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EXPERIMENT AND RESULTS

• The visualization of prediction for first folds of each setting from the Davis dataset.

• Here, we confirmed that the prediction distribution of Perceiver CPI is closely mimic to the distribution from the 
label.
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FUTURE WORKS

• Finding and extracting meaningful features from proteins remains a difficult but 
worthwhile task. 

• Utilizing information from 3D structures produced from compounds.

• Adopting the transfer learning method for individual neural networks (compound 
and protein networks).

• The interpretability of Perceiver CPI might help addressing useful features which 
would form a valuable part of future work.
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